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1. Background 

The current American Common Eider (Somateria mollisima dresseri) population 

estimate is around 300,000 birds and although the distribution and relative abundance of 

American Common Eider has been well described, there exists no comprehensive 

monitoring program for the dresseri subspecies. Thus, the current challenge is to develop 

a monitoring program for this population. Several studies have suggested that bird counts 

based on aerial images may be more accurate and consistent than observer-based 

counts and as such, we have developed an automated method to count male Common 

Eiders (COEI_M) over airborne images having a ground pixel size ranging from 3.5 to 4.5 

cm.  

 

2. Materials 

In 2016, 1200 images were collected with an UltraCam Vexcel Falcon Prime Sensor 

in Deer Island and Grand Manan Archipelagos in New Brunswick, Canada (Figure 1). The 

sensor was onboard a plane flying at 477 m altitude. Images were delivered in a 

geotagged format (geotiff) which included their geolocation. The images were acquired in 

four bands: blue, green, red, and near-infrared and the ground pixel size range was 

between 3.5 and 4.5 cm. 

Among all 1200 images, the following images acquired in March 24, 2016 and March 

30, 2016 were selected: 0080_03242016, 0094_03242016, 0378_03242016, 

0570_03242016, 0595_03242016, 0091_03302016, 0092_03302016, 0106_03302016, 

0149_03302016, 0150_03302016, 0179_03302016, 0218_03302016, 0242_03302016, 

0261_03302016. These images contain the bird species listed in Table 1. They were used 

to develop the automated detection method for COEI_M.  
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Figure 1. Google Earth image with the location of the images. 
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Table 1. Bird species located in the images  

Code Name Latin name Picture 

Brant/ATBR Flying brant Branta bernicla 

 
COEI 

 COEI_F 

 COEI_M 

Common 
eider 

 Male 

 Female 

Somateria 
mollisima dresseri 

 

 
HERG 
 

 HERG_S 

 HERG_F 

European 
herring gull 

 sitting 

 flying 

Larus argentatus 

 
LTDU Long-tailed 

duck 
Clangula 
hyemalis 

 
RBME Red-breasted 

merganser 
Mergus serrator 

 
GBBG Great black-

backed gull 
Larus marinus 

 
 

The images also contained buoys, salmon cages, boats, buildings, and small islands 

(Figure 2). There were buoys in image 0080_03242016, 0378_03242016, 
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0092_03302016, 0150_03302016, and 0261_03302016. The specular reflection of the 

waves was obvious in most of the images which increased image noise and in some 

cases this specular reflection was similar to the bird signature. 

 

  

Figure 2. Examples of the other objects present in the images such as buoys, salmon 
cages, boats, buildings, and small islands. The noisy bright spots are due to specular 

reflection of waves. 

 

3. Methods 

In order to locate and categorize the birds as a function of the species, the images 

were manually photo-interpreted by two bird experts, Dr. Scott Gilliland and Dr. Matthews 

Mahoney, For each image, a geodatabase file was produced containing the bird location 

with their species, behavior (flying or sitting), and age (adult or immature). The bird 

locations that were manually photo-interpreted were used to delineate training areas for 

the image classifiers as well for validate the classifying method as described. Table 2 

gives the number of detected birds in the selected images as a function of their species. 

In this study, unknown species, UNK, and species with a limited number of birds in the 

images (GBBG and RBME) were not considered. 
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Table 2. Number of located birds per species over each image 

Image # Brant COEI-F COEI-M HERG-F HERG-S LTDU GBBG RBME UNK** 

0080_03242016 29    25    3 

0094_03242016    33      

0378_03242016 20 5 10 1     1 

0570_03242016    16 39   2  

0595_03242016  30 24 2 3     

0091_03302016    29 102     

0092_03302016    3 25     

0106_03302016  10 7       

0149_03302016    1 17    1 

0150_03302016    19 116     

0179_03302016  26 38   30    

0218_03302016  44 57      6 

0242_03302016    1 7    5 

0261_03302016    24 128  1   

Total 49 115 136 129 462 30 1 2 16 

** Unknown species 
 

The aim of this study is to create a method to detect COEI_M. Therefore, the proposed 

methodology focused only on COEI_M detection. It is presented under a flowchart format 

in Figure 3. First, the noise and local variation in the image was smoothed with a 2-D 

convolution filter with a size of 3. This filter decreased the variation in the image based 

on the averaging of each nine-pixel windows. Chabot et al. (2018) also used a similar 

approach to decrease the noise in the image. To increase the discrimination between 

COEI_M and the other objects, including other bird species, algebraic combinations of 

image bands, called a vegetation index, can be used. The vegetation indices that were 

used in this study are listed in Table 3. Most of them are common vegetation indices from 

remote sensing literature. The last one, MEVI, is a modified version of the EVI index that 

was developed by Huete et al. (1997) for mapping vegetated area MODIS images. 
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Figure 3 Flowchart of the proposed method to detect COEI_M. 
Table 3. Vegetation indices used in the study. 

Vegetation Index Formula Author Equation 

NDVI (NIR-R)/(NIR+R) Rouse et al. (1973) (1) 

ExG 2*G-B-R Meyer and Neto (2008) (2) 

GNDVI (NIR-G)/(NIR+G) Gitelson et al. (1996) (3) 

VARI (G-R) / (B+G+R) Gitelson, A., et al. (2002) (4) 

MEVI (NIR+G-2*B)/(NIR+G+2*B) This report (5) 

 

The image size (11704 x 7920) results in each image having around 93M pixels, so 

classifying the entire image will be extremely time consuming. There is therefore the need 

to precisely define potential bird regions and then work to identify the COEI_M birds in 

these potential regions. For each detected bird region, we computed the spectral 

signatures (mean and standard deviation of digital numbers associated to each band and 

each vegetation index) in order to select which band and/or vegetation index was best to 

detect a bird region. This allowed for masking of the dark sea background and the objects 

with a different spectral signature. Such masking methods did not require a heavy 

computation, by contrast to the watershed segmentation method employed by Chabot et 
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al. (2018) which has the additional disadvantage of leading to over- or under-

segmentation depending on the image resolution. However, the mask does not allow for 

the differentiation of COEI_M birds from the other bird species or objects such as waves 

that have a similar spectral signature as COEI_M. This is why the following geometrical 

features were also included in the analysis: area, perimeter, major axis, minor axis, 

equivalent diameter, solidity, compactness, roundness, form factor, rectangular fit, and 

elongation. These features are defined in Table 4. Removing the objects that are different 

than COEI_M is critical in developing a robust method, as outliers have a high impact in 

the training stage of the classifier. 

Table 4. Geometrical features used in this study. 

Geometrical 
features 

Description Reference Equation 

Area (pixel2) Total area of the object Jähne 2005 (6) 

Perimeter (pixel) Total length of the object boundary Jähne 2005 (7) 

Major axis length 
(pixel) 

Major axis length of an ellipse that has the 
same normalized second central moments as 
the region. 

Jähne 2005 (8) 

Minor axis length 
(pixel) 

Manor axis length of an ellipse that has the 
same normalized second central moments as 
the region. 

Jähne 2005 
(9) 

Equivalent 
diameter (pixel) 

Circle diameter which has the same area as 
the region 

Jähne 2005 
(10) 

Solidity (unitless) Solidity = Area / area of convex hull Chabot et al., 2018 (11) 

Compactness 
(pixel) 

Compactness = √(4 * Area / π) / outer contour 
length 

Chabot et al., 2018 (12) 

Roundness 
(unitless) 

Form Factor = 4π * Area / (total perimeter)2 
Chabot et al., 2018 (13) 

Form factor 
(unitless) 

Form Factor = 4π * Area / (total perimeter)2 
Chabot et al., 2018 (14) 

Rectangular Fit 
(unitless) 

Rectangular Fit = Area / (Major Length * Minor 
Length) 

Chabot et al., 2018 (15) 

Elongation 
(unitless) 

Elongation = Major Length / Minor Length 
Chabot et al., 2018 (16) 

 

To classify the detected objects after masking in two classes (False_COEI_M and 

True_COEI_M), a classifier was applied to all the bands, vegetation index and all 

geometrical features. Because of the high number of input features (24), we employed a 
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Support Vector machine (SVM) classifier as classifier. SVM is one of the best methods 

for large feature numbers. This algorithm does not require the distribution parameters of 

the input data (Richards and Jia 2006). Indeed, SVM finds the separating hyperplane 

based on the pixels that are close to the hyperplane between classes. SVM finds two 

hyperplanes by: 

𝑐𝑙𝑎𝑠𝑠 1 𝑖𝑓  𝒘𝒙 + 𝑤𝑛+1 ≥ 1 

𝑐𝑙𝑎𝑠𝑠 2 𝑖𝑓  𝒘𝒙 + 𝑤𝑛+1 ≤ −1 

(17) 

where x is the input feature vector, and w is the weight vector for each hyperplane and 

N is the number of features. Figure 4 shows the position of hyperplanes and the optimal 

hyperplane in the case of two classes and two input features. 

 

Figure 4. Two hyperplanes to separate class1 and 2 (Richards and Jia 2006). 

To find the value of w, SVM employs a constraint (α) known as a Lagrange Multiplier 

that minimizes Equation (18) to lead to the maximum allowed margin between classes. 

𝐿 =
1

2
||𝒘||

2
− ∑ 𝛼{𝑦𝑖(𝒘. 𝒙𝒊 + 𝑤𝑛+1) − 1} (18) 

 

The limited number of COEI_M birds (136) in the images (Table 2) for training and 

validating the classifier will increase the chance of having a classifier that sufferers from 

overfitting or underfitting. To avoid the problem of overfitting/underfitting in the 

classification process, the number of objects that are not COEI_M should not be higher 
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than the COEI_M number (136) and the k-fold cross validation approach needs to be 

used. In this approach, the training dataset is divided into k groups. A classification model 

is built based on k-1 groups and validated with the group left out. This method is better 

than one-leave-out cross validation for classification modeling (Bharat Rao et al. 2008). 

To estimate the absolute performance of the classification method, we also need an 

independent dataset that should not be used in the training. We selected 20% of the data 

tovalidate and calculate the performance of the model. The number of training and 

validation data for building the classification and validation were 106 and 30, respectively.  

4. Results 

4.1 Spectral signatures 

Figure 5 and Figure 6 compare graphically the bird spectral signature for each band 

or vegetation index as a function of the species. Figure 6 shows that all bird species have 

NDVI values between -0.3 and 0.3 and MEVI values of less than 0.2. 

a) Blue b) Green 

  
c) Red d) NIR 

  

Figure 5. Comparison of the spectral signature of each bird species as a function of the 
band.
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a) NDVI b) ExG c) GNDVI 

   

d) VARI 

 

g) MEVI 

 

 

Figure 6. Comparison of the spectral signature of each bird species as a function of the vegetation index. 
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4.2 Image segmentation 

To detect the bird regions, we employed a masking approach based on the MEVI 

value of less than 0.2 and the NDVI value between -0.3 and +0.3 as defined in the 

graphical comparison of the spectral signatures. This approach allows removing the dark 

sea background and objects that are different than birds. Figure 7 shows the potential 

bird regions for a region of image 0080_03242016 and 0106_03302016. All objects that 

meet the defined condition for NDVI and MEVI are potential birds. Each bird region is 

645cm2 which correspond to about 52 pixels given the ground pixel size of 3.5 cm. 

Image # Before masking After masking 

0
0

8
0

_
0
3

2
4
2

0
1

6
 

  

0
1

0
6

_
0
3

3
0
2

0
1

6
 

  

Figure 7. Bird regions based on the NDVI-MEVI mask in the case of images 
0080_03242016 and 0106_03302016. 
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4.3 Geometrical features 

The image segmentation detects more than 10,000 objects which have the same 

spectral signatures as the COEI_M birds. However, these objects are geometrically 

different than the COEI_M birds. Figure 8 compares the true COEI_M and false COEI_M 

classes with respect to the range of the considered geometrical features. Among all the 

considered geometrical features, the following ones can be used to characterize the 

COEI_M class and remove non-bird objects such as waves and bright spots:  

 Area range: 15 – 80 pixels 

 Perimeter range: 15 – 35 pixels 

 Roundness: more than 0.5 

Applying these geometrical features decreases the number of objects detected in the 

previous phase from more than 10,000 to hundreds as objects that are big, small or too 

different than COEI_M will be removed. A small portion of objects that are to some extent 

similar to the COEI_M objects will remain. 
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Figure 8. Range of the geometrical variables for the true COEI_M and false COEI_M objects. 
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4.4 Classification 

An SVM classifier was developed to classify the objects into objects that represent 

COE_M (True) and objects that are not COEI_M (False). Because the number of objects 

that are not COEI_M is higher than the number of COEI_M, we divided them half for 

training the classifier (N=552) and for validating it (N=551), while for COEI_M, we kept 

20% for the validation dataset (N=30) and the rest for the training dataset (N=106). For 

all training and validation objects, the spectral and geometrical properties were calculated 

and an SVM classifier was built. The corresponding confusion matrix is given in Figure 

9a for the training dataset and in Figure 9b for the validation dataset. 

a) Training b) Validation 

  

Figure 9. Confusion matrix (in number of objects) for the SVM classifier into two classes 
(True COEI_M and False COEI_M) in for a) the training dataset and b) the validation 

dataset. 

The overall classification accuracy is 100% with the training dataset and 97% with the 

validation dataset. In the validation dataset, 10% of the 30 objects (i.e., 3 objects) that are 

true COEI_M were classified as False COEI_M objects, which means that the accuracy 

of the true COEI_M class is 90%. 12 over 551 False COEI_M objects were classified 

which means that the accuracy of the false COEI_M class is 98%. Table 5 gives the 

comparison between the number of COEI_M manually identified and the number of 
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COEI_M automatically identified as a function of the image number and the image pixel 

size. 

Table 5. Comparison between the number of COEI_M birds manually identified and the 
number of COEI_M birds automatically identified as a function of the image number. The 

image pixel size is also given.  

Image # Proposed method Manually Pixel Size (cm) 

0080_03242016 0 0 3.79 

0094_03242016 0 0 3.88 

0378_03242016 11 10 3.92 

0570_03242016 0 0 3.78 

0595_03242016 25 24 3.81 

0091_03302016 2 0 3.67 

0092_03302016 2 0 3.66 

0106_03302016 9 7 3.67 

0149_03302016 0 0 3.67 

0150_03302016 0 0 3.64 

0161_03302016 0 0 3.80 

0179_03302016 37 38 3.68 

0218_03302016 57 57 3.78 

0242_03302016 0 0 3.86 

0261_03302016 1 0 3.85 

 

Most images were processed with good accuracy. For some images where there were 

only one or two COEI_M birds, the method did not detect any birds. The detection 

accuracy does not appear to be related to the image pixel size. However, the method was 

tested over a limited number of images containing COEI_M birds and needs to be tested 

on more images. In Figure 10, the detected COEI_M birds are displayed for two different 

regions of three images. In Region 2 image #0378_03242016 the purposed method could 

detect one COEI_M which was not digitized manually. In Region 1 of image 

#0179_03302016, all COEI_M birds were detected. The reason for this false classification 

is that the COEI_M bird shape is much different than other COEI_M. 
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Image # Region 1 Region 2 
0
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Image 
# 

Region 1 Region 2 
0
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_
0
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1

6
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Image # Region 1 Region 2 
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0
1

6
 

  

Figure 10. Identified COEI_M birds in some images based on the purposed method. The green dots are the digitized 
COEI_M manually and the yellow round shapes are COEI_M derived from the purposed method. The red round shape is the 

false classified from our method. 
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5. Conclusions 

This study proposes an automated method to detect male Common Eiders (COEI_M) 

Somateria mollisima dresseri over airborne images having a ground pixel size ranging 

from 3.5 to 4.5 cm. The images were acquired in the blue, green, red, and near-infrared 

bands. Potential bird regions (objects) were delineated by masking out the dark sea 

background and other features that have a different spectral signature based on NDVI 

and MEVI threshold values. For each object, the spectral signatures and various 

geometrical features were calculated to obtain a total of 24 input features for the classifier. 

Small and large objects were removed based on thresholds for three geometrical 

properties (area, perimeter, roundness). A training and validation dataset were created 

with all the remained bird objects detected over all the images. Then a support vector 

machine classifier with a cross-validation approach was applied to both the training and 

validation datasets to classify the objects into the true and false COEI_M classes. The 

overall classification accuracy was 100% with the training dataset and 98% with the 

validation dataset. In the validation dataset, only 10% of the true COEI_M objects were 

classified as false COEI_M leading to an accuracy of 90%. The classifier was applied to 

all the images and the resulting detected number of birds matched closely the numbers 

resulting from the manual photo-interpretation of the images. The proposed method has 

been developed over a rather small sample and needs to be tested over a large database. 
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